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Manufacturing Technology 

Spatial-Frequency-Domain Approach to Designing 
Precision Machine Tools 

Debra A. Krulewich 
Manufacturing and Materials Engineering Division 
Mechanical Engineering 

The goal of this project is to develop a new error budgeting methodology for designing machine 
tools and motion control systems that can meet increasingly stringent tolerances. This new approach 
quantitatively accounts for the spatial and temporal frequency content of the error sources during a 
machining process and estimates workpiece error in terms of power spectral density (PSD). In our 
methodology, the amplitude and frequency content of the contributing error terms are appropriately 
summed. Compared to the traditional approach, this method is better able to handle the dynamics of 
the machining, producing a mapping of the PSD onto the machined workpiece. During FY97, three 
key technical issues have been analyzed: 1) identifying and characterizing elemental error terms that 
contribute to the net error; 2) developing a combinatorial rule to sum the elemental error terms; and 
3) developing a frequency domain transfer function of the machining process to map the PSD onto 
the machined workpiece. 

Introduction 

Increased precision in manufacturing is being 
demanded by Lawrence Livermore National 
Laboratory (LLNL) programs, in areas ranging from 
National Ignition Facility (NIF) optics1 manufactur- 
ing and Inertial Confinement Fusion (ICF) target 
positioning, to the production and alignment of 
optics for extreme ultra-violet (EUV) lithography.2 
Other LLNL areas that drive unique requirements 
for precision include the machining of diffractive 
optical systems, the fabrication of ICF  target^,^ and 
the manufacture of weapons components. 

The precision-to-cost ratio is another metric that 
relates to a wide variety of industrial mechanical 
systems, such a s  automotive engine components, 
but has a special significance a t  LLNL where an 
increased interest in tighter tolerances is matched 
by the need to lower program costs. Minimizing 
technical risk is another issue that defines manufac- 
turing goals for programs that cannot tolerate yield 
factors less than 100Y0, such a s  in fabricating 
components for the nuclear weapons program. 

This project will significantly improve the process 
of formulating an error budget for a manufacturing, 
positioning, or measurement system. Error budgets 
provide the formalism to account for all sources of 
uncertainty in a process, and sum them to arrive at  
a net prediction of how ‘precisely’ a manufactured 

component can meet a target specification. The 
error budgeting process drives decisions regarding 
the conceptual design of the system and choice of 
components and sub-systems, and enables a ratio- 
nale for balancing precision (performance), cost, 
and risk. 

The basic procedure of preparing an error budget 
begins by considering the amplitudes of all terms 
that contribute to the error motion of a 
These are summed using a combinatorial algo- 
rithml1-l3 that produces an estimate of the net 
displacement error in a given direction. This net 
error can be compared to a mechanical specifica- 
tion, or further related to a workpiece by consider- 
ing the machining operation and its associated 
transfer function. Once the error budget is trans- 
formed to relevant workpiece coordinates, it can be 
compared to a specified workpiece tolerance. 

This methodology is quite successful when the 
desired errors in tool positioning are characterized 
by a single number, designated by either an rms or 
peak-to-valley value. However, recent specifica- 
tions for advanced optical systems are being posed 
in terms of the spatial frequency content of the 
residual errors imparted to the optical wavefront. 
This requirement directly maps back to specifica- 
tions for workpiece accuracy posed in terms of the 
power spectral density (PSD)14 of the workpiece 
surface errors. Similarly, the ability of the physics 
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community to better model implosion events is lead- 
ing to manufacturing specifications for structural 
weapons components in te rms  of the  spat ia l  
frequency of the residual errors on the surface. 

Based on these requirements, it is  no longer 
acceptable to specify manufacturing or machine tool 
tolerances in terms of a single number that spans all 
temporal and spatial frequencies. Current efforts to 
embrace the frequency aspects of error budgeting 
typically divide the frequency spectrum into a small 
number of bins, such a s  figure, ripple, and finish, 
and then perform an error budget summation within 
each of those bins. This may be acceptable when 
the manufacturing specifications can be simplified 
to 2 to 3 frequency bins. However, this approach 
does not satisfy the demand for a continuous PSD of 
the dimensional errors on the machined part. 

The goal of this project is to develop a new error 
budgeting methodology for designing machine tools 
and motion control systems that can meet increas- 
ingly stringent tolerances. This new approach quan- 
titatively accounts for the spatial and temporal 
frequency content of the error sources during a 
machining process and estimates workpiece error in 
terms of PSD. 

Figure 1 shows the proposed error budget flow- 
chart that uses frequency information for the error 
sources. Similar to the traditional approach, the 
error sources, S, couple to the machine via mecha- 
nisms, C, resulting in displacements, A. These 
displacements are not converted to a single number, 

but are transformed into PSDs for each of the 
elemental errors; for example, PSD,,. The elemen- 
tal PSDs are then summed using an appropriate 
combinatorial algorithm, which has been defined 
during FY-97 and will be described in detail in the 
next section. 

The results of this summation are the net PSDs 
for each relevant machine coordinate and their prob- 
ability density functions. With this information, 
confidence intervals around the expected errors can 
be determined. The final box on the flowchart of 
Fig. 1 is a transfer function, Tij, which accounts for 
the frequency response of the machining operation, 
and yields the  error  spectrum tha t  would be 
produced on the workpiece. 

Progress 

We have proposed to test the hypothesis that the 
composite PSD of the dimensional errors on a work- 
piece can be predicted by appropriately combining 
the PSDs of the machine’s elemental errors. The 
practical consequence of this hypothesis is that a 
machine tool could be designed for meeting a 
programmatic PSD specification. We have made 
significant progress toward this goal during the first 
part of FY-97. 

The project tasks are broadly divided between 
analysis and validation experiments. During 
FY-97, we have concentrated our efforts on analysis. 
Key technical issues include: 1) identifying and 
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Figure 1. Proposed error budget flowchart using frequency information for the error sources. 
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characterizing elemental error terms that contribute 
to the net error; 2) developing a combinatorial rule 
to sum the elemental error terms; and 3) developing 
a frequency domain transfer function of the machin- 
ing process to account for the dynamics during 
cutting. Progress on these issues will be discussed 
in detail. 

We began the project by reviewing PSD require- 
ments for a variety of programs, including the manu- 
facture of ICF targets and KDP crystals for NIF, and 
s t ruc tura l  weapons components for the  Life 
Extension Programs. We also performed a literature 
search to identify current work in this area. We 
located many papers discussing traditional error 
budget methodology and combinatorial rules, but no 
papers were found that  specifically addressed 
frequency domain error budgeting techniques. We 
did not locate anyone who has studied the distribu- 
tion of particular elemental error terms, nor their 
frequency content. Furthermore, we did not locate 
any sources that discussed how to sum elemental 
error PSDs to predict a net PSD. 

While much current research involves the study of 
cutting dynamics, all work is based on time domain 
simulations, and we did not locate any sources that 
discussed a frequency domain transfer function for 
machining processes. 

Identifying and Characterizing Elemental 
Error Terms 

We have biegun to identify and characterize the 
elemental error terms that contribute to the net 
error. The identification of elemental errors will be 
s imilar  t o  the  t radi t ional  e r ror  budgeting 

methodology, and the results of the literature search 
are valuable. However, we must also determine 
characteristic frequency and mean amplitudes of 
these elemental errors, along with the expected 
distribution about the mean. These two aspects of 
the elemental errors are depicted in Fig. 2. 

We must be able to relate the specific shape of 
each elemental PSD to our knowledge of that error. 
For example, since the thermal capacitance of the 
machine is large, thermal errors will produce rela- 
tively low spatial frequency errors. If the machine 
has encoder feedback, we would expect a positioning 
error at  a spatial frequency of once per revolution of 
the leadscrew. Each elemental error will have a 
mean PSD, depicted in Fig. 2a, and a distribution 
about the mean representing the apparently non- 
repeatable component of this error, depicted in 
Fig. 2b. 

We must know the distribution and spread of the 
PSD about the mean, so we use the appropriate 
combinatorial rule. We will relate the distribution 
and spread back to our knowledge of the particular 
error. For example, the leadscrew positioning error 
spread will be related to the resolution of the feed- 
back mechanism. 

To study the frequency and amplitude content of 
elemental errors, we measured the positioning 
error of a moving axis on a T-base lathe. Results 
are shown in Fig. 3 in both the spatial domain and 
frequency domain. Since this  machine uses  
encoders for feedback, we see a very apparent 
once-per-revolution error of the leadscrew. Note 
that a machine with scales or laser feedback would 
not exhibit this error. Surprisingly, we saw a very 
high frequency error that occurred 320 times every 

Figure2. Two 
aspects of the 
elemental errors: 
(a) characteristic 
frequency and 
amplitude of four 
elemental errors, 
and (b) distributions 
of the errors about 
the mean. 
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revolution of the leadscrew. We are working with 
Moore, the manufacturer of this machine to identify 
the source of this error. We believe it is related to 
the position interpolation procedure of either the 
machine or the laser measurement system we used 
to measure the positioning error. 

Since the amplitude of this high frequency error 
is relatively large, a significant amount of aliasing 
errors occur when the sample rate is not set high 
enough. From a practical standpoint, it is time- 
consuming to  acquire this finely-spaced data .  
Conventional measurement procedures take data 
when the machine is stopped. The machine moves 
to the new measurement location, stops, and then 
the measurement is acquired before the machine 
moves to the next measurement location. 

It requires an unreasonable amount of time to 
acquire data across the full travel of the machine at  
a sampling rate high enough to avoid aliasing. 
Furthermore, time-domain filtering cannot be used 

to prevent aliasing errors since the machine is not 
moving at  a constant rate. Therefore, we are devel- 
oping a new measurement procedure that  will 
acquire data on the fly, not requiring the machine to 
s top a t  each measurement location. (See the 
section on Future Work for a description of this 
measurement procedure.) 

On the same T-base lathe, we measured the 
repeatability of both a positioning error and angular 
pitch error of a moving axis on a T-base lathe. We 
found that the angular error non-repeatability was 
smaller than the resolution of our measuring instru- 
ment. This is an important observation which we 
hope to generalize upon. It may be that certain 
angular errors can be considered knowns rather 
than random variables. We also found that the non- 
repeatable component of the positioning ermr was 
much smaller than the repeatable component, and 
the distribution was near to Gaussian, as  shown in 
Fig. 4. We also measured the repeatability a t  

Figure 3. Frequency and amplitude content of an axis positioning error. 
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different locations along the moving axis and found 
that the variance is dependent on the position. 

Developing a Combinatorial Rule 
to Sum the Elemental Error Terms 

We have developed a combinatorial rule for the 
addition of elemental PSDs. We have analytically 
shown that the mean resulting PSD is the sum of the 
elemental PSDs at  each discrete frequency. 

However, as a design constraint we are interested 
in the worst case rather than the mean expected 
resulting PSD. The worst case scenario would occur 
if each elemental PSD was simultaneously a t  a 
maximum. This could be found by adding the 
Fourier transforms of the elemental PSDs, and then 
finding the PSD of the net Fourier transform. When 
considering sinusoidally varying signals, this would 
only occur if every elemental error were in phase 
with the others, and the non-repeatable components 
of the errors were also a t  a maximum. 

From a statistical standpoint, this scenario is 
practically impossible. To put practical confidence 
intervals aro'und the net PSD, it is necessary to 
determine the distribution and variance of the total 
PSD as  well as  the mean PSD. 

To determine the net PSD probability distribution 
function, we considered each elemental PSD to be 
generated by a sinusoidally varying signal of known 
amplitude but unknown, uniformly distributed 
phase. The resulting net PSD probability density 
function approaches an exponential distribution 
described by 

PSD 
1 -= 

PSD , 
PPSD = =e 

PSD 

Fm = Z P S D ,  , 
i 

where 
PSD = mean net PSD, 
PSD = net PSD, 
ppsD = probability density function of the net PSD, 
and 
PSD, = i-th elemental PSD. 

The probability density function can now be 
integrated to determine an upper bound on the net 
PSD given a confidence interval, a. The upper 
bound is then 

PSD,,,, = - F D  ln( 1 - a). 

For a 95% confidence limit, the maximum is 
approximately three times the mean, and for a 99% 
confidence limit, the maximum is approximately 4.6 
times the mean. This is significantly less than the 
worst case, when all the errors are in phase. For 
example, if 25 errors of equal amplitude were 
summed, the worst case net PSD would be more 
than eight times larger than the 95% confidence 
limit, and more than five times larger than the 99% 
confidence limit. 

The spatial frequency domain requirements we 
have seen are in terms of the power spectral density, 
so we have concentrated our efforts on determining 
the distribution of the PSD. However, there may be 
applications that specify frequency domain errors in 
terms of the Fourier transform (proportional to the 
amplitude) rather than the PSD (proportional to the 
square of the amplitude). We have also determined 
the probability distribution function for the net 
Fourier transform, which is directly calculable from 
the net PSD distribution. 

The above results assume that the magnitudes of 
the elemental PSDs at each frequency are known. In 
reality, the magnitudes are also random variables with 
unique distributions at each frequency. This compli- 
cates the analysis to the point that it is not feasible 
to analytically solve for the net PSD distribution. 

We have consulted with two professors from the 
University of California at  Berkeley and were advlsed 
that in complex situations as  this, we should resort 
to a Monte Carlo simulation. Similar statistical 
techniques have also been used for tolerance analysis 
of optical  system^.'^ As a tool, we built a Monte 
Carlo simulation that sums points on the PSD a t  
discrete frequencies. At each frequency, the total 

Figure 4. Positioning error repeatability. 
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error is generated by the sum of sinusoidal elemental 
errors of known amplitude probability distribution 
functions and random, uniformly distributed phase 
shif ts .  The simulation can be run through 
50,000 iterations in less than 30 s. 

Figure 5 shows a histogram of the error predic- 
tions from 50,000 iterations of the Monte Carlo 
simulation. In the simulation, 25 errors with ampli- 
tude of one and zero variance, and uniformly distrib- 
uted phases are summed. Since the variance is 
zero, we can predict the distribution analytically 
using the exponential distribution. 

In the case where the variances of the elemental 
errors are zero, there is no need to run the Monte 
Carlo simulation, and the results can be accurately 
determined using the analytical exponential distri- 
bution. This similarity between the histogram and 
the line shows that the Monte Carlo simulation is 
working properly. 

The Monte Carlo simulation has demonstrated 
that  we must understand the typical distribu- 
tions of the non-repeatable components of the 
elemental errors. We found that the particular 
form of the distribution might not be that criti- 
cal. For example, if the variance is small in 
comparison to the mean, the results of the simu- 
lation are not significantly different if we assume 
either uniformly distributed or normally distrib- 
uted elemental errors. However, as  the variance 

Figure 5. 
Histogram of total 
error predictions 
from 50,000 itera- 
tions of the Monte 
Carlo simulation. 
The plot represents 
a summation of 25 
independent sinu- 
soidal errors with 
amplitude of one. 
The line shows the 
analytical solution. 

becomes larger,  the  elemental  distributions 
become more important. 

We expect that many of the errors will have small 
variances in comparison to the mean, or, in other 
words, the repeatable component of the error will be 
significantly larger than the non-repeatable compo- 
nent. Therefore, it is critical for us to know the band 
(minimum to maximum) of the error rather than the 
exact distribution of the error. 

We made a comparison between this new method 
and the conventional approach a t  certain spatial 
frequency bins specified in an error budget for a fly- 
cutting machine at  LLNL.16 We found that the new 
method produces similar results for each frequency. 
This is reassuring since the conventional approach 
has been shown to produce reasonable predictions. 
These results are summarized in 'Ihble 1.  The new 
error budget will have the additional capability of 

Table 1. KDP error budget 99.8% confidence limit results. 

Roughness 8.70 nm 9.99 nm 
Waviness 1 7.45 nm 8.24 nm 
Waviness 2 10.54 nm 11.04 nm 
Waviness 3 20.95 nm 22.05 nm 
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predicting the full spectrum of errors, rather than 
single value estimates for the four frequency bins 
(that is, roughness, waviness 1 ,  waviness 2, and 
waviness 3). 

Developing a Frequency Domain Wansfer 
Function of the Machining Process 

The tradit ional error  budget combines the  
elemental errors of the machining process to predict 
the motion of the tool in free space. During machin- 
ing, the tool is in contact with the workpiece. If the 
machine had no compliance, a one-to-one transfer 
between the motion of the tool and the resulting 
surface on the part would occur in a diamond turning 
process. However, the machine and machining 
process have some compliance and damping. In 
actuality, errors that occur at the machine resonance 
may be amplified by the dynamic process. 

Other errors may actually be entirely filtered and 
not show up on the machined workpiece. We must 
therefore determine the transfer function between 
the motion off the tool in free space and the resulting 
error on the part. 

There is much current research in the field of 
cutting dynamics. However, since the cutting 
process is highly non-linear, all the research is 
focused on time-domain simulations of the cutting 
process. For this project, we don’t want to rely on a 
complex time-domain simulation to produce the 
transfer function. Instead, our strategy is to make 
simplifylng assumptions that will allow us to develop 
a frequency-domain transfer function. 

We assume that the depths of cut are small, and 
that the tool will remain in contact with the work- 
piece for the entire process. We also assume that 
there are no form errors on the initial part. We also 
will not be machining at  conditions that will excite 
the resonant modes of the machine, so we are not 
concerned with the highly non-linear behavior of 
chatter. We feel that these assumptions are valid for 
precision machining operations. 

We have divided the cutting model development 
into two phases. The purpose of the first phase is to 
verify t h e  concept of a frequency-domain approach 
to representing the machine transfer function using 
a simple model. The second phase will include a 
complex turning model, where all the elemental 
errors will contribute to the final errors on the part. 
The second phase will be addressed in FY-98 and 
will be discussed in the next section. 

During thLe first phase, a simple orthogonal cutting 
model was selected, where only spindle errors and 
machine dynamics will contribute to the resulting 
workpiece errors. A cutting model simulation has 

been written to  produce the transfer function 
between the tool motion and the resulting errors on 
the workpiece. Inputs to this simulation include the 
modal parameters  of the  machine.  We have 
measured the modal properties of the machine. 

A sample transfer function is shown in Fig. 6. 
Note that this is not the actual transfer function that 
we will use, because the gain is actually dependent 
on the amplitude of the error, the mean depth of cut, 
and the frequency due to non-linearieties in the 
process. Therefore, after we measure the spindle 
error amplitudes and frequencies, we can generate 
the true transfer function for this process. During 
FY-98 we will validate this approach by measuring 
the spindle errors and machining an actual part. 
(See the next section for details.) 

The output of the transfer function is the motion 
of the tool while it is in contact with the part. In 
combination with the feed-rates of the axes, we can 
generate the amplitude and frequency content of the 
resulting errors on the part in the direction of the 
tool motion. However, this does not predict the 
errors during a turning process “across the lay,” that 
is, perpendicular to the direction of the tool. Since 
the errors in both directions are relevant to work- 
piece specifications, we are also developing a proce- 
dure to determine the amplitude and frequency 
content of the residual errors perpendicular to the 
path of a tool during a turning process. 

To determine the amplitude and frequency content 
of the tool motion, we use the output from the trans- 
fer function which predicts the frequency and ampli- 
tude content of the tool motion while it is in contact 
with the part. Next, the tool motion is sampled by 
the reciprocal of the feed-rate, where the feed-rate 
units are distance per revolution and the reciprocal 
units are revolutions (or cycles) per distance. Note that 
the units of the spatial-domain frequency (cycles per 

Figure 6. Machining process transfer function for Phase 7 .  
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distance) a re  the equivalent t o  time-domain 
frequencyunits of Hz (cycles per second). 

When the frequency of the tool motion is less 
than one half the sampling frequency, the sampling 
procedure is fairly straightforward. Since sampling 
is a multiplication process in the time domain, this 
is equivalent to  a convolution process in the 
frequency domain. However, when the frequency of 
the tool motion is greater than one half the sampling 
frequency, unavoidable aliasing occurs. We must then 
determine the apparent frequency and amplitude 
content of the aliased signal. 

For example, if the frequency of the tool motion is 
an integer of the sampling rate, the sampled signal 
will appear to have only a DC off-set. (See Fig. 7 for 
a relationship between the frequency of the error 
and the apparent frequency after aliasing.) During 
FY-98 we will further investigate this relationship. 

The nominal surface finish generated when the 
machine has no errors has some amplitude and 
frequency content, caused by the shape of the tool. 
For a tool with a flat profile, the nominal surface 
finish would be flat; however, most tools have a 
round profile, creating surface finish errors a t  
spatial frequencies of once per feed-rate, and 
higher harmonics. Previous work has investigated 
the nominal surface finish and, based on geometry, 
the nominal peak-to-valley surface error across the 
lay is 

f 2  
P V = L  

8R 

f =  feed-rate (distancehevolution) 
R =  tool radius (distance) 
PV = peak-to-valley error (distance). 

Figure 7. Apparent frequency gain after aliasing. 
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We have started to investigate how the nominal 
frequency content and the error frequency content 
add to produce the  final e r rors  on the part .  
Figure 8 shows the nominal surface finish and the 
surface finish when the tool motion is given a sinu- 
soidal error at  a single frequency. The error motion 
has a filtering effect on the surface finish. These 
surface finishes are shown in the frequency domain 
in Fig. 9. 

During FY-98, we plan to show that the frequency 
content of the actual surface can be attained by 
appropriately adding the aliased frequency content 
of the error motion and the frequency content of the 
nominal surface. This will be discussed in more 
detail in the following section. 

Future Work 

Identifying and Characterizing Elemental 
Error Terms 

In actual usage of the error budget, it is not 
possible to measure all the errors on a new machine 
before the machine has been built. Therefore we 
need a procedure to predict the frequency and 
amplitude content of the elemental errors from the 
physical properties that create the error. 

To develop this procedure, we will fully characterize 
the frequency and amplitude content of many of the 
significant elemental errors that contribute to the 
net error on a T-base lathe. We will relate the form 
of the elemental error to physical sources that 
create the error. We will create generalizations that 
will provide a methodology for predicting the 
frequency and amplitude contents of the elemental 
errors to the physical sources. 

We will develop a new measurement capability, a 
high speed data acquisition system that triggers off 
position so our measurement data is evenly spaced 
in position. This is necessary so our spatial frequency 
domain calculations based on digital Fourier trans- 
form (dft) techniques are correct. To accomplish 
this, a laser interferometer will measure position in 
line with the measured error, and we will trigger off 
the laser interferometer. We have purchased the 
appropriate hardware in FY-97 and will design and 
implement this system in FY-98. 

Developing a Combinatorial Rule to Sum 
the Elemental Error Terms 

This task was completed in FY-97. The procedure 
will be summarized and incorporated into the full 
error budget procedure. 
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Developing ;a Frequency-Domain Transfer 
Function of the Machining Process 

We have divided this task into two phases. The 
purpose of the first phase is to verify the concept of 
a frequency-domain approach to representing the 
machine transffer function using a simple model. 

During FY-97, a time-domain cutting simulation 
was written to produce the frequency-domain transfer 
function (see previous section). 

In FY-98, we will measure the spindle error 
motion tha t  contr ibutes  to  the  e r ror  on the  
machined part. This error motion will be input into 
the time-domain simulation to  produce the  
frequency-domain transfer function. From the transfer 
function and the motion of the tool in free space, we 
will predict the resulting frequency and amplitude 
content of the surface finish of an orthogonally 
turned part. We will then machine an actual part, 
measure the surface finish, and compare the predic- 
tion to the measurement. 

The second phase will include a complex turning 
model, where all the elemental errors will contribute 
to the final errors on the part. We have contracted 
Northwestern University to establish a methodology 
for determining frequency-domain transfer functions 
of cutting processes during machining. 

Northwestern’s tasks include developing a gener- 
alized methodology to determine the frequency- 
domain transfer function, and one case study that 
applies this methodology to one particular machining 
operation. The machining process used for verifica- 
tion of the model will be a turning procedure of a 
hemispherical part. Northwestern will provide a 
transfer function along the direction of the tool path. 

We will perform this machining operation and 
characterize and sum the elemental errors during 
the machining process to determine the frequency 
content of the tool motion in free space. Using the 
transfer function developed by Northwestern, we will 
predict the frequency and amplitude content of the 
residual errors on the machined part. We will 
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Figure 8. Nominal surface finish (a) and actual surface finish (b) of turned part perpendicular to tool motion. 
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measure the frequency content of the surface finish 
of the machined part and the measurements will be 
compared to the prediction. 

Note that the machine that we will use to create 
the hemispherical testpiece will be the same 
machine that will be fully characterized to study the 
elemental error terms. 

We also need to predict the frequency and error 
content of the residual errors perpendicular to the 
motion of the tool. During FY-98, we plan to show 
that the frequency content of the actual surface can 
be attained by appropriately adding the aliased 
frequency content of the error motion and the 
frequency content of the nominal surface (See previ- 
ous section for more details). We have written simu- 
lation that creates the surface errors on a part given 
the tool geometry, feed-rate, and error motion of the 

tool. Our hypothesis is that the resulting errors on 
the part can be determined by appropriately filtering 
the simple addition of the aliased frequency content 
of the error motion and the frequency content of the 
nominal surface. Using the simulation, we will 
develop this relationship. We will then predict the 
surface finish of the machined part perpendicular to 
the tool motion and compare the prediction to 
measured values off the machined part. 

Integration 

The last effort will be to put each task in the error 
budget together into a usable procedure. This 
includes procedures to 1) identify and predict the 
frequency and amplitude characteristics of the 
elemental errors; 2) sum elemental errors to predict 

Figure 9. Frequency content of the nominal surface finish (a) and actual surface finish (b) of turned part perpendicular to tool motion. 
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the frequency and amplitude content of the tool 
motion in free space; 3) develop a frequency-domain 
transfer function between the motion of the tool in 
free space and the motion of the tool while it is in 
contact with the part during machining; 4) predict 
the frequency and amplitude content of the surface 
finish of the part along the direction of the tool; and 
5) predict the frequency and amplitude content of 
the surface finish of a part perpendicular to the 
direction of the tool. 
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icro-Drilling of ICF Capsules 

Steven A. Jensen 
Manufacturing and Materials Engineering Division 
Mechanical Engineering 

We have investigated the commercial capability of micro-drilling in terms of the current limits to 
precision, quality, and aspect ratios attainable. The motivation behind this study is to determine the 
feasibility of drilling a small hole in the National Ignition Facility fusion capsules, suitable for filling 
with the intended fuel mixture. The challenge of accomplishing this task is that the hole to be 
drilled must have a very high aspect ratio (up to 100 to 1, or beyond), and be drilled in such a 
manner that it does not become a major structural defect or perturbation to the overall capsule. 
From the infbrmation available, it does seem feasible to create micro-holes suitable for filling. 
Based on preliminary investigations, however, it does not seem likely that a commercial company 
will be able to produce these holes. 

Introduction 

The National Ignition Facility (NIF) a t  Lawrence 
Livermore National Laboratory (LLNL) will require 
spherical shell targets about 2 mm in diameter, 
with ablator shell thickness between 100 and 
1 5 0  pm. These ta rge ts  will be filled with a 
deuterium-tritium (DT) fuel mixture, and ultimately 
struck from all directions, simultaneously and 
uniformly, by sufficient radiant energy to vaporize 
or ablate the outer capsule shell, which will then 
expand in a rocket-like blow-off. This rapid expan- 
sion of the ablator drives the inner portion of the 
capsule inward, compressing and heating the DT 
fuel contained inside. By the end of the implosion, 
the fuel core reaches a high enough density and 
temperature to initiate nuclear fusion. 

The shape and symmetry of the compressed fuel 
during implosion is critical to capsule performance. 
Irregular or non-uniform compression of the DT fuel 
could create conditions that fall short of complete 
ignition. The uniformity and smoothness of the 
ablator shell plays a significant role in the proper 
compression of the DT fuel. For this purpose, the 
capsules need to be made with a s  few structural 
defects or  surface perturbations a s  possible. 
Currently the required surface roughness for these 
capsules is on the order of 10 nm rms, or less. 

Progress 

We have studied the micro-drilling process in 
terms of current limits to processing quality and 
aspect ratios for fusion capsules. 

Capsule Fabrication and Design 

There are three approaches being pursued for an 
ablator capsule. The first approach, and most 
direct, is to machine two hemi-shells from bulk 
material and bond them together. The second 
approach involves coating a hollow mandrel (possibly 
in some chemical vapor deposition (CVD) process, or 
by sputtering), and then drilling a small hole in the 
capsule, suitable for filling. Once filled, this hole 
would be plugged or welded shut. The third, and 
most current, method for capsule fabrication involves 
sputtering a hollow polymer mandrel (polystyrene 
3 to 6 pm thick), which is then diffusion-filled. 

Several materials were originally chosen as 
candidates for the ablator shell, among which were 
B, B,C, B,C, CH, and doped Be. Doped Be was 
eventually chosen because it offers advantages in 
lower density, better hydrodynamic stability, reduced 
drive temperatures, faster sputtering rates, and 
overall strength characterist ics. l  The hollow 
mandrels are sputter-coated with the doped Be using 
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three magnetron sputter guns and a piezoelectric- 
driven bounce pan, which is used to help ensure a 
uniform coating. 

The bounce pan is electrically isolated, so that, 
if desired, a voltage bias can be applied. By apply- 
ing a voltage bias, the morphology and grain struc- 
ture of the deposited Be can be altered. This 
becomes important when attempting to diffusion- 
fill the capsules. Ideally, the capsules would be 
diffusion-filled a t  or near  room temperature;  
however, this requires that  the porosity of the 
capsule be near 10%. The downside to this is that 
a s  the porosity increases, so does the over all 
surface roughness, and a porosity of 10% does not 
meet the surface roughness requirements of less 
than 10 nm rms. By applying a voltage bias, the 
morphology of the deposited Be becomes more 
compact and less porous, which leads to better 
surface roughness values. 

However, current efforts to diffusion-fill these less 
porous capsules have not been successful. Attempts 
have been made at  using elevated temperatures to 
aid the diffusion-filling process, but these elevated 
temperatures tend to melt the inner polystyrene 
mandrel. Furthermore, even when using a voltage 
bias, current efforts have not produced a capsule 
having the required surface roughness of 10 nm rms 
or  less  (50 nm rms has  been the best) .  This 
suggests that even in the event that the capsules can 
be diffusion-filled, some type of post-processing, 
such as  micro-polishing, may be required to improve 
surface finish of the deposited films. 

Micro-Drilling of Capsules 

The advantages to using a micro-hole as  a means 

1) I t  will be much easier to attain the required 
surface roughness if the grain morphology is 
more tightly packed (hence non-porous).  
Currently, capsules are sputter-coated to be 
somewhat porous so they can eventually be 
diffusion-filled. This limits the quality of the 
surface roughness attainable. If there existed a 
small hole suitable for filling, the ablator shell 
would not need to be porous at  all. 

2) Porous capsules that  are capable of being 
diffusion-filled are just as  capable of leaking. To 
prevent this, the capsules are over-filled and 
then cryogenically handled up until they are 
positioned a t  the center of the target chamber. 
If a suitable micro-hole could be drilled, filled, 
and then sealed in a non-porous capsule such 
that there were no leaking, the need for cryo- 
genic handling from the time of fill would be 

to fill the capsules are as  follows: 

eliminated. This would ultimately add flexibility 
to the process and would represent a significant 
saving in cost. 

We looked at  several methods of creating micro- 
holes. One method is to mechanically drill the holes 
using a very small drill bit. The drawback to this 
method is that mechanical drill bits are limited in 
size to, at absolute best, 12 to 15 pm in diameter. 
Furthermore, mechanically drilled holes of this size 
are limited to, at  best, a 5 to 1 aspect ratio. 

Another method would be to electroplate around 
a post made of polymethal methacrylate, or some 
other polymer that would eventually be dissolved 
away, leaving a hole. This method does allow for 
very straight and small holes having a high aspect 
ratio and good quality, but electroplating Be is not 
currently done. 

A third method would be to use a chemical etching 
process to create the hole, but, as  with mechanical 
drilling, the aspect ratios would be limited. 

Still another method, and relatively new, would 
be to  use supersonic waves. This technique, 
which is still in the research and development 
stages in Japan, uses a small hard metal tool 
(about 4 pm in diameter), and some small diamond 
powder abrasive (0.25 pm grit size), in conjunc- 
tion with supersonic waves, to chisel away small 
fragments of material. It is not yet known if this 
technique is suitable for metals, since it has been 
tested only on glasses and ceramics. 

Finally, the holes could be created using a laser 
drilling process. The information in this report will 
focus on the issues related to the laser drilling 
approach to creating micro-holes. More specifically, it 
will define the current limitations to commercially 
drilled holes and outline possible solutions by which 
work at LLNL can possibly overcome these limitations. 

Commercial Vendors 

To determine the status of the commercially avail- 
able technology for laser drilling, several companies 
specializing in small hole technology were contacted 
and consulted on holes that  they were able to 
produce. Although eight companies were contacted, 
only three claimed to have the ability to commer- 
cially produce holes less than 5 pm in diameter, 
having relatively high aspect ratios. Those compa- 
nies are Resonetics (New Hampshire), Lenox Lasers 
(Maryland), and Oxford Lasers (Massachusetts). 

Two of these vendors (Resonetics and Lenox 
Lasers) were chosen to drill holes in samples for 
evaluation purposes. SEM photographs of a few 
sample holes drilled by these companies, are shown 
in Fig. 1. 
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Challenges Associated with Micro-Drilling 

There are some significant challenges to be 
resolved using the laser drilling approach. First of 
all, the laser technology for drilling very small 
precision holes, on the order of 5 pm in diameter or 
less, is still in its infancy. Most commercial vendors 
do not have the equipment or expertise to drill holes 
this small. Work is currently being done in this area, 
including a t  LLNL. However, this work is not yet 
able to consistently produce micro-holes in a 
conventional manufacturing setting. 

The first fundamental limitation to producing 
very small micro-holes is the diffraction limit of the 
optical system. The governing equation for the 
attainable spot size diameter of the laser beam is 
given by: 

dia = 1.27.fM 

where f# is the f-number, defined as the focal length 
divided by the diameter of the optic (WD), and h is 
the wavelength of the laser beam. For a given wave- 
length the only way to reduce the spot size is to 

reduce the f-number. Optics having a low f-number 
have high resolution and produce small spot Sizes, 
but at the expense of having a limited range of 
material penetration. Conversely, optics having a 
larger f-number are able to penetrate to higher 
depths, but a t  the expense of a limited hole size 
diameter. Having a laser with a very short wave- 
length becomes critical to producing very small 
holes having a high aspect ratio. 

In the commercial field, excimer lasers are most 
often used to produce small holes. These lasers 
typically have a wavelength of 247 nm. Realistically, 
this needs to be smaller if holes on the order of 1 to 
2 pm in diameter are to be drilled. 

The other two major problems associated with 
drilling small precision holes, as  they relate to the 
NIF capsules, are the taper angles associated with 
high aspect ratio holes, and thermal damage to the 
substrate. These key limitations are outlined below. 

Taper Angle. Because the ablator shell of the 
capsule is between 100 and 150 pm thick, and the 
desired holes are to be less than 5 pm (ideally 1 to 
2 pm) in diameter, the holes must have a very high 
aspect ratio (up to 100 to 1) .  Drilling high-aspect 

x”€&*L i 

Figure 1. SEM 
photographs of holes 
drilled by commercial 
vendors, (a) Lenox 
Lasers, and 
(b) Resonetics. 
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ratio holes in and of itself is difficult, but drilling 
them straight without any taper or angular deviance 
is a much tougher task. Most laser drilling tech- 
niques produce holes which have a slight nominal 
taper angle. (In actuality the holes have a cross- 
sectional appearance similar to that of an inverted 
wine bottle.) Commercial taper angles typically 
range between 4" or 5", at best, and 10" or 12" for 
relatively clean holes having minimal thermal 
damage. A schematic showing this taper angle is 
depicted in Fig. 2. 

Because of this taper angle, the entrance diameter 
will be larger than the exit diameter, and can 
become quite significant for high aspect ratio holes. 
Assuming an exit hole diameter of 1 pm and an abla- 
tor shell thickness of 100 pm, the entrance hole 
diameter would range between approximately 8 pm, 
a t  best, and a s  much as  22 pm. A hole entrance 
diameter of this size starts to become a major struc- 
tural perturbation in the capsule shell. 

The generated taper comes a s  a result of a 
combination of effects. Some researchers have 
attributed the taper to the spatial intensity distrib- 
ution of the focused laser beam (shaped similar to 
Gaussian distribution) and light reflected off the 
side walls. Resonetics recently finished a project 
funded by NASA, where they attempted to make a 
particular excimer laser beam 10 times more 
coherent than previously possible. It was antici- 
pated that this would reduce the taper angle, creat- 
ing a straighter hole. 

However, the results seemed to indicate that it 
had little or no effect on the taper angle. Since then, 
they speculate that it is more of a function of ther- 
mal heating and diffusivity into the surrounding 
lattice structure, and the direction and flow of the 
melt products. This view is also shared in part by 
other researchers at  LLNL. This is best described in 
the following section on thermal effects. 

Generally speaking, micro-holes are created by 
either evaporative or melt expulsion, or brittle mate- 
rials spallation. Which one of these mechanisms 
dominates the process depends on the material and 
the processing parameters used. Overall, these 

mechanisms determine the geometrical shape of the 
resulting hole, and the extension and geometry of 
the heat and mechanically affected zones (Fig. 3). 

Figure 3 represents a typical view of the laser 
dril l ing process  in a metal l ic  subs t r a t e .  
Evaporative expulsion takes place when surface 
material is superheated to the gas or plasma state. 
This type of drilling is referred to as  true thermal 
ablation. The amount of thermally ablated material 
is typically very small for most commercial drilling 
operations, due to longer pulse lengths (nano- 
second regime or longer) .2-4 

The larger part of the pulse energy is used to heat 
up the material until ablation starts at  the end of the 
pulse. As a consequence, most of the beam energy 
is lost, due to heat conduction into the bulk material. 
Material that is a t  a temperature just below the 
superheated gaseous state remains molten. The 
molten material is expelled due to the ablation and 
plasma pressure. This has adverse effects on the 
geometry of the hole. The larger entrance hole is 
more than likely attributed to erosion of the side 
walls from the expulsion of melt products. 

The SEM photographs in Fig. 1 show samples 
of entrance and exit holes drilled in stainless 
steel and beryllium. 

Figure 2. Taper angle of typical commercial laser-drilled hole. 
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Figure 3. Schematic of typical view of the laser drilling process 
in a metallic substrate. 
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For the particular application of drilling holes in 
an ablator capsule, the taper will need to be reduced 
to angles ideally below 3” to 4”, which, for a 1-pm 
exit hole in a 100-pm-thick substrate would give an 
entrance hole diameter ranging between approxi- 
mately 4 pm and 8 pm. 

Thermal Effects. The majority of all laser-drilled 
micro-holes, commercial or non-commercial, are 
made by literally burning a hole through the metallic 
substrate. The hole is mostly created by the expul- 
sion of molten material, which leads to the forma- 
tion of dross, thermal re-cast layers, and thermal 
cracking. Equally present, but not always visible, is 
the formation of dislocations, slip planes, and resid- 
ual stresses. All of these adversely affect the overall 
integrity of the capsule and could lead to conditions 
that fall short of complete ignition. 

The SEM photographs in Fig. 4 show some 
extreme cases of thermal damage associated with 
laser drilling holes in stainless steel foil samples. 
Stainless steel is one of the worst materials to laser- 
drill, due to its inhomogeneity, which produces more 
than average amounts of dross and re-melt. Holes 
drilled in highly homogenous materials, and having a 
relatively small grain size, produce cleaner holes 
with less dross and re-melt. Such materials include 
tungsten, tantalum, molybdenum, and beryllium. 

Laser Drilling of ICF Capsules 

In view of the problems associated with laser- 
drilling, a “best effort” approach was taken to drill 
holes in some actual sample target capsules using 
commercial capabilities. The idea was to try and 
drill as small a hole as  was commercially available, 
while minimizing the thermal effects by using as 
short a laser pulse length as possible. 

Target capsules approximately 500 pm in diameter 
with a wall thickness of about 17 pm were sent from 

~~ ~ 

Figure4. SEM 
photographs showing 
extreme cases of 
thermal damage 
associated with laser- 
drilled holes in stainless 
steel: (a) top view of 
entrance hole, show- 
ing dross and re-melt; 
and (b) inside view, 
showing thermal 
cracking. 

LLNL to Resonetics. Three holes were drilled in 
three separate targets using an excimer laser having 
a wavelength of 193 nm. The optical set-up had a 
recorded diffraction limit of 6 pm. The other impor- 
tant parameters were a s  follows: laser energy, 
550 mJ; demagnification, 16.5; and measured 
fluence, 43 J/cm2. SEM photographs of two of the 
drilled holes are shown in Fig. 5. 

The photographs do show some thermal re-melt 
layers, but, overall, the heat-affected zone is not 
overly large in comparison to the hole diameter. 
These photographs also show the columnar and 
porous structure of the sputtered, beryllium surface 
of the targets. Although these targets had a wall 
thickness of only 17 pm, far less than what will 
eventually be needed, the holes do show some 
promising signs of being used as a filling orifice. If a 
laser set-up capable of femtosecond pulses were 
used to drill the holes, and if the diffraction limit of 
the laser set-up were lowered to 2 to 3 pm, the holes 
would be much cleaner and smaller, as  described in 
following section. 

Femtosecond Laser Ablation 

As stated earlier, the creation of holes in metallic 
substrates is done by either melt expulsion or evap- 
orative expulsion, also known as true thermal abla- 
tion. In a true thermal ablative process, the mate- 
rial is converted from a solid state to a vapor or 
plasma state very rapidly. This then either evapo- 
rates or, ideally, would be extracted through the use 
of a vacuum. 

True thermal ablative processes require very 
short pulses of energy, on the order of femtosec- 
onds. Theoretically, when the laser energy inter- 
acts with a material, it is first deposited into the 
free electrons, which rapidly cool by transferring 
this energy to the lattice structure. The cooling of 
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the electrons and transfer of energy happens on 
the order of 1 ps, which is much longer than the 
laser pulse durat ion (when operat ing in the  
femtosecond regime). 

If the energy transferred is above the evaporation 
threshold for the particular material, then the lattice 
material is converted from the solid phase to the 
vapor and plasma phase. This happens so rapidly 
that thermal diffusion into the target is negligible, so 
there  is  very little heating of the surrounding 

Therefore, there is virtually no re-melt, 
thermal cracking, or generated dross, because of 
the absence of the liquid phase. 

The SEM photograph in Fig. 6 shows a hole 
drilled in 100-pm-thick steel, using a short pulse 
laser (that is, a femtosecond laser).7 Although the 
hole is quite large in diameter, it does show the 
advantages of using a short pulse laser to minimize 
thermal damage to the substrate. The pulse lengths 
used to drill the hole were on the order of 200 fs. 

The use of femtosecond technology is relatively 
new, and commercial vendors typically do not have 
lasers capable of generating these pulse lengths. 
Commercial vendors typically have excimer-type 
lasers, which can produce pulse lengths as  short as 
20 ns, but usually no shorter. In fact, the shortest 

pulse length used to drill the holes in the previously 
shown SEM photos was approximately 25 ns. 

Currently, micro-holes drilled using femtosecond 
technology are limited to research and develop- 
ment facilities. There are several femtosecond 
lasers at  LLNL. 

Micro-holes drilled using pulse lengths in the 
nanosecond regime more than likely will not produce 
high enough integrity holes to meet the stringent 
NIF requirements for the target capsules. Laser 
pulses on the order of nanoseconds are too long, 
resulting in significant heat transfer to the surround- 
ing lattice structure, causing re-melt, and thermal 
cracking of the material, as evidenced in the SEM 
photographs. 

It should be pointed out that ,  even using a 
femtosecond pulse laser, there are still the issues of 
aspect ratio and taper angle. For the most part, 
only thermal effects will be eliminated. Preliminary 
studies have shown that even femtosecond pulsed 
lasers create a taper angle, and that it is not much 
better than the taper angles associated with longer 
pulse lasers. 

New research suggests that using a flat-top beam 
will help reduce this, but it is not known just how 
much of an effect it will have on very small holes 

Figures. SEM 
photographs of 
laser-drilled holes 
in two sample 
target capsules, 
(a) and (b). 
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with a high aspect ratio. The ablation process, when 
using a femtosecond laser, is mostly dependent on 
the intensity of the beam and the material proper- 
ties. During drilling, an energy field is created in 
the walls and results in current conduction. This 
leads to a loss of energy through the side walls. 
The smaller and deeper the hole is ,  the  more 
energy is lost through the side walls. When the 
intensity of energy gets too low, stalling occurs 
where no material is ablated. 

Efforts are being made at  LLNL to drill holes in 
either beryllium foil or actual target capsules using 
femtosecond laser pulses. We have the means to 
drill in a vacuum and have created holes using a flab 
top beam. We have not yet attempted to drill small 
high-aspect ratio holes. Initial projections are that 
drilling a 3 -pm-diameter hole 100 pm deep, without 
any taper, would be virtually impossible, but that 
drilling a 3- to 5-pm-diameter hole approximately 
50 pm deep with very little taper, could probably be 
done with a minimum number of problems. Once 
the  holes  have been drilled, they can  be 
photographed and compared to the holes already 
drilled using nanosecond pulse lengths. 

Conclusions 

From the information available, it does seem 
feasible to create micro-holes suitable for filling. 
Based on preliminary investigations, however, it 
does not seem likely that a commercial company will 
be able to produce these holes. SEM photos of 
commercially-drilled holes show an excessive 
amount of thermal damage due to laser  pulse 

Figure 6. SEM photograph of  hole drilled in 700-pm-thick 
steel, using a femtosecond laser. 

lengths of relatively long durations (nanoseconds or 
longer). Furthermore, most commercial companies 
are not equipped with the appropriate lenses and 
laser set-up to drill <5-pm-sized holes, because the 
current demand is not high enough. 

Initial studies indicate that using a laser capable 
of femtosecond pulses may help to eliminate the 
thermal damage caused by longer pulse length 
lasers and could prove beneficial in creating holes 
in ICF target capsules suitable for filling. Efforts 
are being made to have preliminary sample holes 
made at LLNL. Although not delineated in this 
report, studies are currently on-going to address 
the issues of sealing the holes, once drilled, and 
then polishing the capsules to produce the necessary 
surface finish required. 

References 

1. 

2. 

3. 

4. 

5. 

6. 

7. 

8. 

Korner, C. ,  R. Mayerhofer, M. Hartmann, and 
H. W. Bergmann (1996), “Physical and material 
aspects in using visible laser pulses of nanosecond 
duration for ablation,” Applied Physics A ,  63, 
pp. 123-131. 

Luft, A., A. Franz, J.  Emsermann, and J.  Kaspar 
(1996), “A study of thermal and mechanical effects 
on materials induced by pulsed laser drilling,” 
Applied Physics A, 63, pp. 93-101. 

Stuart ,  B. C . ,  M. D .  Feit, A. M .  Rubenchik, 
B. W. Shore, and M. D. Perry (1995). “Physical 
Review Let te rs ,”  March, Vol. 74 (12),  
pp. 2248-2251. 

Chichkov, B. N., C .  Momma, S. Nolte, F. von 
Alvensleben, and A.  Tunnermann (1 996) ,  
“Femptosecond, picosecond, and nanosecond laser 
ablation of solids,” Applied Physics A ,  63, 
pp. 109-1 15. 

Ihlemann, J., A. Scholl, H. Schmidt, and B. Wolff- 
Ronke (1995) ,  “Nanosecond and femtosecond 
excimer-laser ablation of oxide ceramics,” Applied 
Physics A, 60, pp. 41 1-41 7. 

Prenss, S., A. Demchuk, and M. Stuke (1995), “Sub- 
picosecond UV laser ablation of metals,” Applied 
Physics A, 61, pp. 33-37. 

Momma, C . ,  B. N. Chichkov, S. Nolte, F. von 
Alvensleben, A. Tunnermann, H.  Welling, and 
B. Wellegehausen (1996), “Short-pulse laser ablation 
of solid targets,” Optics Communications, August, 
Vol. 128, pp. 101-109. 

Stuart, B. C., M. D. Perry, A. M. Rubenchik, J. Neev, 
S. Herman, H. Nguyen, P. Armstrong, and 
L. B. DaSilva (1997), “Femtosecond Laser Materials 

u Processing,” CLEO, Glen Arm, MD. 

Thrust Area Report FY 97 4-1 9 








